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- OR: Generate symbolic Jacobians for all relevant cases
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## Teared component
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& f_{2}\left(x_{1}, x_{2}\right): \\
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& f_{3}\left(x_{1}, x_{4}\right): \sin \left(x_{1}\right)-x_{4}=0 \\
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Introduction to Cellier Tearing

## Causalised component

$$
\begin{aligned}
& f_{2}: x_{2}:=-x_{1}-\text { time } \\
& f_{4}: x_{3}:=-2 x_{2} \\
& f_{1}: x_{4}:=-5 x_{3} \\
& f_{3}: \sin \left(x_{1}\right)-x_{4} \stackrel{!}{=} 0 \quad(\text { res })
\end{aligned}
$$

- Tearing idea:
- Select a set of tearing variables and treat them as known variables in the following
- Transform the system to a sequentially evaluable one


## Status and Plans with Respect to Tearing

## Example

$$
\begin{array}{ll}
f_{1}: & x_{1}+x_{2} \cdot \text { time }=0 \\
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f_{5}: & x_{4}-x_{5} \cdot \text { time }-2 \cdot \text { time }=0
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## Causalised system

$$
\begin{aligned}
& f_{1}: x_{2}:=\frac{-x_{1}}{\text { time }} \\
& f_{2}: x_{3}:=\frac{x_{1}}{\cos (\text { time })} \\
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 Introduction to Cellier TearingCausalised system

$$
\begin{aligned}
& f_{1}: x_{2}:=\frac{-x_{1}}{\text { time }} \\
& f_{2}: x_{3}:=\frac{x_{1}}{\cos (\text { time })} \\
& f_{3}: x_{4}:=\frac{-x_{1}-x_{2}-x_{3}-4}{2} \\
& f_{4}: x_{5}:=\frac{-x_{3}-x_{4}-2}{2} \\
& f_{5}: x_{4}-x_{5} \cdot \text { time }-2 \cdot \text { time } \stackrel{!}{=} 0 \quad \text { (res) }
\end{aligned}
$$


$\rightarrow$ Division by zero $\quad \Rightarrow$ Simulation failure
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Consideration of Solvability

With constraints for assignments:

## Example
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## Status and Plans with Respect to Tearing

## Example

$f_{2}: \quad x_{1}=x_{3} \cdot \cos ($ time $)$
$f_{3}: \quad x_{2}=-x_{1}-x_{3}-2 x_{4}-4$
$f_{4}: \quad x_{5}=-\frac{x_{3}}{2}-\frac{x_{4}}{2}-1$
$f_{1}: \quad x_{1}+x_{2} \cdot$ time $\stackrel{!}{=} 0$
$f_{5}: \quad x_{4}-x_{5} \cdot$ time $-2 \cdot$ time $\stackrel{!}{=} 0$

- In general: Bigger number of tearing variables with due regard to the solvability
- In this case: $x_{5}$ would have causalised the whole system

With constraints for assignments:

$\rightarrow$ Heuristic does not find the smallest possible tearing set necessarily

## Status and Plans with Respect to Tearing

Consideration of Solvability

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200

With constraints for assignments:


## Status and Plans with Respect to Tearing

Consideration of Solvability

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)

With constraints for assignments:


## Status and Plans with Respect to Tearing

Consideration of Solvability

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm

With constraints for assignments:


## Status and Plans with Respect to Tearing

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm
- Advanced solvability check


## Status and Plans with Respect to Tearing

Consideration of Solvability

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm
- Advanced solvability check
- Make use of expressionSolve module

With constraints for assignments:


## Status and Plans with Respect to Tearing

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm
- Advanced solvability check
- Make use of expressionSolve module
- Introduce dynamic tearing techniques

With constraints for assignments:


## Status and Plans with Respect to Tearing

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm
- Advanced solvability check
- Make use of expressionSolve module
- Introduce dynamic tearing techniques
- E.g. change tearing set during simulation

With constraints for assignments:


## Status and Plans with Respect to Tearing

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm
- Advanced solvability check
- Make use of expressionSolve module
- Introduce dynamic tearing techniques
- E.g. change tearing set during simulation
- Check on division by zero during simulation

With constraints for assignments:


## Status and Plans with Respect to Tearing

Problems in current implementation (To-Do-List):

- Improve performance for systems with dimensions greater than 200
- More sophistical implementation (e.g. array hash-tables)
- Investigate parallelization of algorithm
- Advanced solvability check
- Make use of expressionSolve module
- Introduce dynamic tearing techniques
- E.g. change tearing set during simulation
- Check on division by zero during simulation
- Investigate proper and robust switching criteria

With constraints for assignments:
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## First investigations with a prototype CSE module

- Preliminary functionality in OpenModelica 1.9.2beta
- Already efficient implementation using hash-tables,
- Option -cseBinary: collects all binary common subexpression,
- Option -cseCall: collects all multiple function calls,
- Option -cseEachCall: extracts all function calls,
- Works only for models with real subexpressions,
- Handles complex function calls involving return types like tuples, arrays, etc.,
- Enormous performance increase detected (e.g. Modelica.Fluid)
- Expected effects on non-linear equation systems
- Structural change of algebraic loops
- Less computing effort due to code motion


## Effects of Common Subexpression Elimination

## Original equations

$$
\begin{aligned}
& -4+v_{1} \cdot f\left(v_{1}\right)+v_{2}=\text { source } \\
& \quad 2 v_{1} \cdot f\left(v_{1}\right)+v_{2}+v_{4}-v 3=\text { source } \\
& 3 v_{1} \cdot f\left(v_{1}\right)-7 v_{2}-2 v_{3}+3 v_{4}=0 \\
& \quad v_{1} \cdot f\left(v_{1}\right)+v_{2}-v_{3}-v_{4}=0
\end{aligned}
$$

## Effects of Common Subexpression Elimination

Structural Changes of Strongly Connected Components

## Original equations

$$
\begin{aligned}
& -4+v_{1} \cdot f\left(v_{1}\right)+v_{2}=\text { source } \\
& 2 v_{1} \cdot f\left(v_{1}\right)+v_{2}+v_{4}-v 3=\text { source } \\
& 3 v_{1} \cdot f\left(v_{1}\right)-7 v_{2}-2 v_{3}+3 v_{4}=0 \\
& \quad v_{1} \cdot f\left(v_{1}\right)+v_{2}-v_{3}-v_{4}=0
\end{aligned}
$$

## Equations after tearing

SCC1 Non-linear tearing variables v1, v4

$$
\begin{aligned}
\mathrm{v} 2 & :=\text { source }+4-\mathrm{v} 1 * \mathrm{f}(\mathrm{v} 1) \\
\mathrm{v} 3 & :=\mathrm{v} 2-\mathrm{v} 4+\mathrm{v} 1 * \mathrm{f}(\mathrm{v} 1) \\
\mathrm{res} 1 & :=2.0^{*} \mathrm{v} 1 * \mathrm{f}(\mathrm{v} 1)+\mathrm{v} 2+\mathrm{v} 4-\mathrm{v} 3-\text { source } \\
\mathrm{res} 2 & :=3.0^{*} \mathrm{v} 1 * \mathrm{f}(\mathrm{v} 1)+-7.0 * \mathrm{v} 2+-2.0^{*} \mathrm{v} 3+3.0^{*} \mathrm{v} 4
\end{aligned}
$$
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## Original equations

$$
\begin{aligned}
& -4+v_{1} \cdot f\left(v_{1}\right)+v_{2}=\text { source } \\
& 2 v_{1} \cdot f\left(v_{1}\right)+v_{2}+v_{4}-v 3=\text { source } \\
& 3 v_{1} \cdot f\left(v_{1}\right)-7 v_{2}-2 v_{3}+3 v_{4}=0 \\
& \quad v_{1} \cdot f\left(v_{1}\right)+v_{2}-v_{3}-v_{4}=0
\end{aligned}
$$

## Equations after tearing

SCC1 Non-linear tearing variables v1, v4

$$
\begin{aligned}
v 2 & :=\text { source }+4-v 1 * f(v 1) \\
v 3 & :=v 2-v 4+v 1 * f(v 1) \\
\text { res1 } & :=2.0^{*} v 1 * f(v 1)+v 2+v 4-v 3-\text { source } \\
\text { res2 } & :=3.0^{*} v 1 * f(v 1)+-7.0^{*} v 2+-2.0^{*} v 3+3.0^{*} v 4
\end{aligned}
$$

## Equations after common subexpression elimination and tearing

```
cse1 = f(v1)
cse2 = v1 * cse1
```

SCC1 Linear tearing variables v2, v4

$$
\begin{aligned}
\operatorname{cse} 2 & =\text { source }+4-\mathrm{v} 2 \\
\mathrm{v} 3 & =\operatorname{cse} 2+\mathrm{v} 2-\mathrm{v} 4 \\
\text { res1 }: & :=2.0^{*} \operatorname{cse} 2+\mathrm{v} 2+\mathrm{v} 4-\mathrm{v} 3-\text { source } \\
\text { res2 } & :=3.0 * \operatorname{cse} 2+-7.0^{*} \mathrm{v} 2+-2.0^{*} \mathrm{v} 3+3.0 * v 4
\end{aligned}
$$

SCC2 Non-linear tearing variable v1

$$
\begin{gathered}
\operatorname{cse} 1:=\mathrm{f}(\mathrm{v} 1) \\
\mathrm{res} 1:=\mathrm{cse} 2-\mathrm{v} 1 \text { * cse1 }
\end{gathered}
$$

## Effects of Common Subexpression Elimination

```
Original equations
\(w=f_{3}(x, n)\)
\(f_{1}(x, n) \cdot y+1.1 \cdot f_{2}(x, n) \cdot \sinh (z)=2\)
\(f_{4}(x, n) \cdot \sinh (y)+1.1 \cdot f_{4}(x, n) \cdot z=\sinh (z)\)
\(\operatorname{der}(x)=y \cdot z\)
```
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SCC1 \(^{*}\) Non-linear iteration variables \(y, z\)
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## Effects of Common Subexpression Elimination

## Original equations

$$
\begin{aligned}
& w=f_{3}(x, n) \\
& f_{1}(x, n) \cdot y+1.1 \cdot f_{2}(x, n) \cdot \sinh (z)=2 \\
& f_{4}(x, n) \cdot \sinh (y)+1.1 \cdot f_{4}(x, n) \cdot z=\sinh (z) \\
& \operatorname{der}(x)=y \cdot z
\end{aligned}
$$

## Equations after tearing

| SCC1 $^{*}$ | Non-linear iteration variables $y, z$ |
| :--- | :--- |
|  | $\operatorname{res1}:=f 1(x, n) * y+1.1^{*} \mathrm{f} 2(\mathrm{x}, \mathrm{n}) * \sinh (\mathrm{z})-2.0$ |
|  | $\operatorname{res2}:=\mathrm{f} 4(\mathrm{x}, \mathrm{n}) * \sinh (\mathrm{y})+1.1^{*} \mathrm{f} 4(\mathrm{x}, \mathrm{n}) * \mathrm{z}-\sinh (\mathrm{z})$ |
| SCC2 $^{*}$ | $\operatorname{der}(\mathrm{x}):=\mathrm{y}^{*} \mathrm{z}$ |
| SCC3 $^{*}$ | $\mathrm{w}:=\mathrm{f} 3(\mathrm{x}, \mathrm{n})$ |

## Equations after code motion and tearing

| SCC1 $^{\#}$ | cse1 $=f 1(x, n)$ |
| :--- | :--- |
|  | cse2 $=f 2(x, n)$ |
| SCC3 $^{\#}$ | cse4 $=f 4(x, n)$ |

SCC4 ${ }^{\#}$ Non-linear iteration variables $\mathrm{y}, \mathrm{z}$

$$
\begin{aligned}
\operatorname{cse} 5 & :=\sinh (y) \\
\operatorname{cse} 6 & :=\sinh (z) \\
\text { res } 1 & :=\operatorname{cse} 1 * y+1.1 * \operatorname{cse} 2 * \operatorname{cse} 6-2.0 \\
\text { res } 2 & :=\operatorname{cse} 4 * \operatorname{cse} 5+1.1 * \operatorname{cse} 4 * z-\operatorname{cse} 6
\end{aligned}
$$

$$
\text { SCC5 }^{\#} \quad \operatorname{der}(x)=y^{*} z
$$

$$
\text { SCC6 }^{\#} \quad \operatorname{cse} 3=f 3(x, n)
$$

$$
\text { SCC7 }^{\#} \quad w=\operatorname{cse} 3
$$

## Outlook

Success consists of going from failure to failure without loss of enthusiasm.

Winston Churchill ${ }^{*} 1874 \dagger 1965$

